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Status of this document 

This guideline provides a description of what the work field considers good professional 

conduct in the development, testing and implementation of an Artificial Intelligence Prediction 

Algorithm (AIPA) in the medical sector, including public healthcare. It is up to the work field to 

determine to what extent the guideline is mandatory in nature. Therefore, compliance with 

the guideline is not legally binding. The ambition is for this guideline to be accepted as a 

widely supported guideline. Therefore, the rest of this document will refer to the guideline. 

When the need arises, the guideline will discuss obligations arising from applicable 

legislation and regulations, for example the General Data Protection Regulation (GDPR), or 

requirements for medical devices as listed in the Medical Device Regulation (MDR) or In-

Vitro Diagnostic Medical Device Regulation (IVDR). The guideline elaborates further on the 

legislation and regulations, but only within the scope: the AIPA. However, the guideline does 

not attempt to offer an exhaustive list of the applicable legislation and regulations, or the 

guidelines and ISO standards that are customary in medical information technology or the 

medical devices sector. The guideline thus serves as a supplement to the existing standards 

in the field, where such a supplement is required. The guideline does not contain any specific 

considerations with respect to the In Vitro Diagnostic Device Regulation (IVDR). 

Furthermore, the guideline does not serve as an elaboration of the pending proposal by the 

European Commission for an Artificial intelligence Act and the documentation requirements 

that will be associated with it (in Appendix IV of that proposal) or the legislative proposal on 

Electronic data exchange in Healthcare (wetsvoorstel Elektronische gegevensuitwisseling in 

de Zorg (Wegiz)), which will create the opportunity to oblige organisations to exchange 

certain data in digital format. Both proposals are deemed extremely relevant to the future of 

the work field, but have not been included in the guideline as yet. 

The framework for supervision on the development, testing and implementation of the AIPA 

in general falls beyond the scope of the guideline. The guideline is not a prescription, it is not 

an assessment tool and it is not a risk analysis tool. The guideline first and foremost 

discusses good professional conduct and not how an organisation can define and monitor 

good professional conduct in the various environments in which the guideline can be 

implemented. With regard to the ultimate decision for the type of monitoring process and the 

documentation, it is very important to determine whether the AIPA will – for example – form 

part of a medical device as referred to in the MDR and whether it will be marketed in the 

European Union (Art. 5 MDR), or whether it will be produced and used within a single care 

institution (the exception in Art. 5 Section 5 MDR). It is also very important to consider which 

risk class of the MDR the device will be assigned to (according to Rule 11 of Annex VIII of 

the MDR). The guideline leaves this question open. The guideline contains recommendations 
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that will effectively be mandatory in order to obtain market approval in accordance with the 

MDR. In other cases, the guideline expands the existing standards to encompass a broader 

scope. In order to increase the functionality of the guideline, this document will regularly refer 

to this existing legislation and regulations where applicable.  

Scope 

This guideline applies to the development, testing and implementation of an AIPA that forms 

part of a device intended for use in the healthcare sector, which includes home nursing and 

self-care. Devices intended for use in the but are not limited to, medical devices as referred 

to in the MDR. The device can involve independent software, or a device that contains 

software. For a definition of AI, please refer to Art. 3(1) of the proposal by the European 

Commission for an Artificial intelligence Act, or the more detailed, but substantively 

comparable, definition of 18 December 2018 by the AI High Level Expert Group on Artificial 

Intelligence of the European Commission in Box 1. 

Box 1: Definition AI by the AI HLEG on 18 December 2018 
“Artificial intelligence (AI) systems are software (and possibly also hardware) systems designed 

by humans that, given a complex goal, act in the physical or digital dimension by perceiving their 

environment through data acquisition, interpreting the collected structured or unstructured data, 

reasoning on the knowledge, or processing the information, derived from this data and deciding 
the best action(s) to take to achieve the given goal. AI systems can either use symbolic rules or 

learn a numeric model and they can also adapt their behaviour by analysing how the 

environment is affected by their previous actions. 

As a scientific discipline, AI includes several approaches and techniques, such as machine 

learning (of which deep learning and reinforcement learning are specific examples), machine 

reasoning (which includes planning, scheduling, knowledge representation and reasoning, 

search, and optimization) and robotics (which includes control, perception, sensors and 

actuators, as well as the integration of all other techniques into cyber-physical systems).”  

In this guideline, the term AIPA is defined as:  

An algorithm that leads to a prediction of a health outcome in individuals. This 
includes, but is not limited to, the prediction of the probability or classification of 
having (diagnostic) or developing over time (prognostic) desirable or undesirable 
health outcomes.  

Prognostic AIPAs predict the probability of occurrence over time of health outcomes in – for 

example – patients with a certain condition or disease, or they predict the probability of the 

need to undergo certain treatments or hospitalisations, or they predict for individuals in the 
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general population whether they will develop a certain condition or a certain quality of life 

over time.  

Diagnostic AIPAs predict the probability for individuals in the general population (screening) 

of – for example – having a certain condition or disease with certain symptoms or complaints, 

or the probability of having an underlying condition without experiencing any symptoms or 

complaints.  

The health outcomes predicted by the AIPA are health outcomes for the individual patient, 

client or citizen, but can also include health outcomes for third parties, for example the 

degree of suffering experienced by family members or carers in mental health care. The use 

of AI other than for the prediction of individual health outcomes falls beyond the scope of this 

guideline, for example navigation applications in robotics, applications that predict patient 

flows at the population level for use in capacity planning, or applications used solely for 

predictive classification and segmentation without serving a direct diagnostic or prognostic 

purpose. However, in such cases, an AIPA can form part of such applications. In these 

situations, only the AIPA falls within the scope of the guideline. Software intended to provide 

information used in making decisions based on an AIPA, for example for diagnostic, 

prognostic, therapeutic or prophylactic purposes – including lifestyle adjustment – as referred 

to in the previously listed Rule 11, generally falls within the scope of the guideline. 

The guideline sometimes refers to a medical context, which should be interpreted as any 

conceivable context or interaction in the healthcare sector, regardless of whether a care 

provider or care institution is involved in this process. In this guideline, the term “medical 

context” refers to the implementation of an AIPA in Cure, Care and Prevention, including self-

service healthcare solutions. Any explicit mention of “medical intervention” refers to 

procedures restricted to medical professionals as referred to in the Dutch Individual 

Healthcare Professions Act. 

Parties involved  

The requirements and recommendations in the guideline are addressed directly to the 

developers and testers of the AIPA, the manufacturer of the software that incorporates the 

AIPA and the care organisation that implements this software in its organisation. The 

intended audience includes manufacturers of devices that include an AIPA, researchers 

developing and testing an AIPA, care organisations and care providers who wish to purchase 

and use such devices and authorities that help to determine the quality, deployability and 

reimbursement of the AIPA. The guideline describes what care providers, citizens and 

patients, insurance companies and policy-makers (such as the National Health Care Institute 

and the Dutch Healthcare Authority) can expect from an AIPA developer or manufacturer 
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when they purchase such medical devices, use these devices or have such devices used on 

them. 

The AIPA developer or tester is any person involved in the development and testing of the 

AIPA – either in a professional capacity or as a volunteer – and who strives to maintain good 

professional conduct, for example researchers, data managers, data suppliers, developers 

and data scientists. 

The manufacturer is any natural or legal person who manufactures or fully refurbishes a 

device or has a device designed, manufactured, or fully refurbished, and markets that device 

under its name or trademark, as referred to in the MDR. The presence of a manufacturer as 

defined in the MDR does not determine the applicability of this guideline, but the obligations 

for the manufacturer can apply to the developer in this case. 

The care organisation is any legal person who makes the device that contains the AIPA 

available to the end-users and has obligations towards the end-users. The developer or 

tester of the device can perform his work on behalf of the care organisation that will be using 

the AIPA. In that case, there is no manufacturer and the roles of manufacturer and care 

organisation are combined for the interpretation of the requirements and recommendations. 

The care organisation is usually an organisation in which care providers deliver care – for 

example a hospital, nursing home, mental health facility or a primary care facility offering 

accommodation and treatment – but it can also be a welfare organisation or a municipality. 

The exact interpretation of the definition has deliberately been left open. 

The care provider is the natural person who provides care – in a professional capacity or as 

a volunteer – and applies or uses the device that contains the AIPA as end-user in the 

process. The care provider can act as a care organisation if the care provider does not 

supply care on behalf of an organisation, for example an individual GP, dentist or 

psychologist. In that case, there is no care organisation acting as intermediary. 

The patient, client or citizen is the person that is the subject of the prediction by the AIPA. 

This person can also be the end-user of the device that contains the AIPA. In that case, we 

generally refer to this as self-care, for example in the (primary) prevention setting.  

The stakeholders are all parties and individuals who are involved in the development, 

validation or use of the AIPA, or who are otherwise involved. This includes all 

aforementioned categories, such as developers and users (e.g. care professionals, patients, 

citizens) and also auditing and supervisory or certifying parties (e.g. privacy experts, notified 

bodies, MECs) and the ultimate target groups in or for who the predictions are made (e.g. 

patients and citizens, depending on the target groups of the AIPA). 

Comply or explain 
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The guideline distinguishes between requirements and recommendations for good 

professional conduct. The requirements are indicated by mandatory. Recommendations are 

indicated by recommended or strongly recommended. Use of the guideline implies a 

comply or explain approach, in which the decision whether or not to implement the 

recommendations is based on a risk assessment that can only be made in line with a specific 

application of the AIPA. This risk assessment is made explicit and can be explained to third 

parties. The guideline can be observed if a good explanation is provided, without following all 

the recommendations. In some cases, the recommendation will clearly state which risks or 

circumstances would result in the decision to provide an explanation.  

The impact of the prediction on the patient, client or citizen is an important consideration 

when estimating the risks of use, implementation and reimbursement of AIPAs. Good 

professional conduct remains important even if the expected impact of the AIPA on the 

patient, client or citizen is low and those sections of the guideline not related to the rights and 

obligations of final users continue to serve as a guideline for good professional conduct 

during implementation. This is the case at least if the AIPA will not form part of a device.  
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Phases of development, testing and implementation  

The guideline is divided into six phases: 

- Phase 1: Collection and management of the data  

- Phase 2: Development of the AIPA  

- Phase 3: Validation of the AIPA 

- Phase 4: Development of the required software  

- Phase 5: Impact assessment of the AIPA in combination with the software  

- Phase 6: Implementation and use of the AIPA with software in daily practice. 

The proposed chronology is not meant to be imperative and does not always match the 

factual or most efficient order of actions. It does serve as a guide for internal supervision, in 

which the phases can serve as a structure to organise the documentation.  

An AIPA solely intended for medical research generally ends after phase 3. The guideline 

also offers a good guideline for professional conduct in this case. Phases 4 through 6 apply 

more specifically to the manufacturer of the device, the care organisation that will implement 

the AIPA and the end-users and stakeholders such as the care providers, patients and 

citizens. 

Phase 0: Preparations for the development process 

A development process aimed at implementation in health care delivery or self-care 

generally does not start with the preparation and management of the data in phase 1, but will 

start with the preparation of the decision to develop the AIPA and the allocation of resources 

for this. Therefore, it is important in this context that phase 0: Preparations for the 

development process is also mentioned.  

During phase 0, the domain experts and end-users jointly determine whether it is necessary 

to develop an AIPA for the envisaged problem and the feasibility of an idea for development 

of the AIPA is tested. Generally, these considerations will be based on experiments or a 

proof-of-concept (PoC). An initial information risk assessment will also be performed and a 

plan of action will be selected in a multi-disciplinary setting, including the required risk 

mitigation measures and internal supervision. Lastly, an estimate of the total costs and 

benefits of implementation of the plan can then be made.  

In order to make a sound assessment of the most important considerations in phase 0, it is 

important to gain insight into which parties and individuals have an interest in the AIPA that 

will be developed. In addition to users, it is advisable to include patients, clients or citizens in 

the development even in this early phase. 
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Phase 0 does not form part of the guideline. However, it is important to start thinking in this 

phase about the implementation of specific standards and recommendations from the 

guideline. For example, risks and ethical considerations determine which recommendations 

from this guideline will be implemented and practical considerations will subsequently 

determine whether the implementation of these recommendations will result in a feasible 

plan from a business perspective. Therefore, it is important to consider the comply or explain 

choices in the context of the guideline from this phase onwards, as these already start having 

an effect during this early phase.  

No expert sessions in the form of working parties have been organised for phase 0 and no 

requirements or recommendations have thus been drafted for this phase. Phase 0 therefore 

falls outside the scope of this guideline.  

Creation of the guideline 

Preparatory systematic literature review summarised in the article Guidance and Quality 

Criteria for Artificial Intelligence based Prediction Algorithms in healthcare: a scoping review2; 

commissioned by the Ministry of Health, Welfare and Sport, formed the starting point for this 

guideline.  

This extensive literature review was then used to appoint a multi-disciplinary working party 

for each of the aforementioned six phases, including many experts from the field, such as 

care providers, standards experts, epidemiologists, data managers, ethicists, statisticians, 

policy officers, quality officers, data scientists and AI experts employed in fields such as 

government, teaching and non-teaching hospitals and industry. Within each phase, the 

working parties placed various relevant topics on the agenda for discussion, prioritisation and 

further elaboration, to arrive at a guideline of minimum requirements and recommendations. 

Stakeholders in the field then provided comments on the guideline after being recruited via 

broad public announcements by the Ministry of Health, Welfare and Sport. A field test was 

also performed using five different AIPAs and the Patient Federation of the Netherlands, the 

Netherlands AI Medical Device expert Group of the NEN and the Health and Youth Care 

Inspectorate provided input. 
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Phase 1 encompasses the collection and management of the required data for phases 2 

through 6. Data can be made available for the development of the AIPA (phase 2), the 

external validation of the AIPA (phase 3), the software development (phase 4), the impact 

assessment of the AIPA in combination with the software (phase 5) and the implementation 

in daily use (phase 6). Phase 1 thus plays an overarching role in the entire process towards 

implementation and use of the AIPA (with software) in daily practice. The specific 

requirements for the data can vary per phase. This guideline does not discuss how to decide 

which data should specifically be collected or used for the development, validation and 

implementation of an AIPA.  

The interpretation of phase 1 centres around drafting, managing and implementing a so-

called data management plan. This plan records arrangements, (processing) agreements 

and procedures for the collection of the required (meta)data, the storage of this (meta)data 

and the accessibility of this data.  

One AIPA, several data management plans 

The various AIPA development, testing and implementation phases require different types 

of data to be collected and/or managed. Different parties are often involved in the data 

collection for the various phases. An AIPA that has completed all the phases will probably 

have several data management plans, because each phase has its own (legal and ethical) 

requirements and its own research methods. When drafting a data management plan, it is 

wise to consider the expectations of the regulatory and certifying authorities that will 

require the submission of a data management plan (for example, notified bodies and ethics 

committees) as part of the procedure for marketing authorisation for medical devices. 

The exact design of the data management plan depends on many different factors. In 

general, we can distinguish four core domains of the data management plan: legal 

prerequisites, data collection, metadata and availability of data. 

In each phase where data will be collected, it is mandatory that the developer first drafts a 

(new version of a) data management plan. (1a) 

Collection is defined as the gathering or pooling of data to form a data set for use in the 

development or evaluation of the AIPA, even if this concerns a collection of pre-existing 

registers or internal data sources. Even the information required by the AIPA in phases 5 and 

6, which is provided by the end-user, is ultimately categorised as data collection under the 

data management plan. 

1.1 Legal prerequisites 
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It is mandatory that the developers record the legal prerequisites and context in the data 

management plan, either by description or by reference. (1.1a) 

It is mandatory that – at the very least – the national and European legislation and 

regulations that apply to the data and the AIPA based on that data are described. (1.1b)  

Examples in this context include the Medical Device Regulation (MDR), the Act on the 

medical treatment agreement (WGBO), the Act implementing the NIS directive (WBNI), the 

Act on medical research involving human subjects (WMO) and the General Data Protection 

Regulation (GDPR). Other legal prerequisites depend on the intended purpose of the AIPA 

and the form in which it will be implemented.  

In addition, in the case of a collaboration between organisations or the use of data from third 

parties, it is mandatory to record which contracts or agreements exist between the parties 

(e.g. data processing agreement with external parties), which arrangements have been 

included in these agreements (e.g. regarding information security and storage period) and 

any agreements with regard to intellectual property. (1.1c) 

In addition, it is strongly recommended that the existence and operating effect of general 

information security measures regarding access to data for legal compliance are noted by 

referring to the appropriate documentation, e.g. an ISO 27001 or NEN 7510 certification. 

(1.1d) 

1.2 Data collection 

It is mandatory that the characteristics of the data collection are recorded in an accurate and 

detailed manner by the developer in the data management plan that pertains to the specific 

AIPA development, evaluation or implementation phase. (1.2a) 

For data collection, it is mandatory that at least the following are recorded:  

(i) The origin of the data, such as the (expected) start and (expected) end date of the 

data collection, location(s) of collection (e.g. whether data was collected from 

hospitals or registers),  

(ii) The original objective and the context of the data collection, including the 

applicable inclusion and exclusion criteria for the target group (e.g. patients or 

citizens) and in cases where data processing relies on explicit consent from 

patient, client or citizen, the conditions under which the patient or citizen has 

given consent (including the processing objective), 

(iii) The procedures for measurements and registration of data, such as the design of 

the data collection (e.g. cohort study, routinely collected care data), the timing of 

measurements with which data will be collected from individuals (e.g. 
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measurement of patients immediately after hospitalisation, periodic repetition of 

measurements) and – if applicable – the technical characteristics of measurement 

instruments (e.g. manufacturer, model number and sensitivity/responsiveness). 
(1.2b)  

The starting point of phase 1 (and the accompanying data management plans) is that these 

descriptions are sufficiently detailed that the data collection and/or data extraction could – in 

theory – be reproduced, whether by the developers themselves or by a third party.  

1.2.1 Privacy and traceability 

As far as privacy is concerned, the current legislation (the current GDPR) will take 

precedence, irrespective of whether the data pertains to residents of the European Union. 

It is mandatory that the privacy of persons whose data has been obtained is respected and 

guaranteed by the developer. (1.2.1a)  

It is mandatory that traceability of data to individuals is prevented (anonymisation) or 

reduced (pseudonymisation). (1.2.1b) 

In addition, it is mandatory that the principle of data minimisation is followed, meaning that 

no more data should be recorded per subject than strictly necessary for the development or 

use of the AIPA. (1.2.1c) 

In such cases, metadata can be used in combination with data to identify individuals. It is 
recommended that the possibility of re-identification of individuals by means of combining 

the data about the individual and the metadata about the data is examined and that the 

results of this research is included in the decision about recording metadata. (1.2.1d) 

In addition, it is mandatory that the AIPA developer or tester – if applicable – explicitly states 

in the data management plan how they will handle any incidental findings (findings that are 

uncovered during research that serves another purpose) and the right to destruction of data 

from individuals whose data have been obtained. (1.2.1e) 

Data collection in various phases may be subject to the WMO. It is mandatory that research 

subject to the WMO is always first submitted to a recognised Medical Research Ethics 

Committee (MEC) or the Central Committee on Research Involving Human Subjects (CCMO) 

for testing, irrespective of the type of research. In addition, a data protection impact 

assessment (DPIA) is often required in the context of the GDPR. 

It is strongly recommended that the plans regarding privacy and traceability are evaluated 

by conducting a data protection impact assessment (DPIA) or by approaching a privacy 

expert or MEC, even if no legal obligation to do so exists. (1.2.1e)  
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1.3 Metadata 

It is mandatory to provide a detailed description of metadata in the data management plan. 

(1.3a) 

Metadata is data that provides insight into the characteristics of the collected data – data 

about data – and describes aspects such as the collection, reporting and accessibility of the 

collected data. In essence, this involves the recording in general terms of the described 

characteristics and processes (as described in 1.2) in the data collection process itself. This 

should focus on providing transparency and clarity about the collected data. 

It is strongly recommended that metadata is recorded at the following levels: 

- Data provenance1 (i.e. data lineage): contains information about the origins of the 

collected data (points), any changes and transformations to the data, including 

classification of the purpose of the change and other details that can provide information 

about the validity of the collected data, insofar as this is compatible with the 

recommendations regarding traceability in 1.2.1. 

- Medical context: information about the design of the data collection and the population 

context (e.g. consecutive patients visiting the GP with skin complaints, hospital patients 

referred for a CT due to suspected pulmonary embolism, healthy individuals in the 

general population aged 70 years and older to determine how high their risk is of 

developing a certain type of cancer). In addition, this also describes the physical and 

social environmental determinants of the included population, which were relevant to the 

implementation of the AIPA. 

- Characteristics and descriptive statistics of the data, such as the units, averages, ranges 

of values, description of missing observations and any shifts or trends over time. (1.3b) 

It is mandatory to base the choice of metadata and the description of metadata on an 

inventory of the interests of the various stakeholders who should be granted access to the 

metadata, in particular the inspection authority or certifying bodies and – in the event of 

collaborations – partner (care) organisations. (1.3d) 

If multiple data sources will be used in a certain phase, for example different data sets from 

different data collection processes for the validation (phase 3) of the AIPA, then it is strongly 
recommended that the metadata is presented separately for each data source, specifying 

how the sources are linked. (1.3e) 

1.4 Availability of data 

It is mandatory to provide clear information about the availability of the data, for 

stakeholders and third parties in the data management plan. (1.4a) 
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It is strongly recommended that the FAIR principles2 are followed when making data 

available (internally or externally). (1.4b) 

FAIR is an acronym for Findable, Accessible, Interoperable and Reusable. The FAIR 

principles are guidelines for the description, storage and publication of (meta)data. 

In the event that data is made available to partners or third parties, it is mandatory to record 

the agreements about the storage of the used data in the data management plan. This 

should include at least: the form in which the data will be stored, the location(s) for data 

storage, the scheduling of incidental and periodic data back-ups, agreements about potential 

incidents such as data leaks and the (remaining) storage period for the data. (1.4c) 

Where applicable, it is mandatory to record the process of ensuring compliance with the 

current national and international legislation and regulations regarding the processing of 

personal data, data storage and data security, as described in – among others – the General 

Data Protection Regulation (GDPR) and the Network and information systems security act 

(WBNI) and pursuant guidelines. (1.4d) 

In addition, it is recommended that the data is made available in forms that are in line with 

information standards that are commonly used in digital information exchange in the health 

care sector. (1.4e) 

Examples for the Netherlands include the various information standards for information 

exchange in health care that are managed in the Dutch care setting by Nictiz3 and play an 

important role in the exchange of patient data between various care institutions and care 

providers. An example of an international standard is the medical terminology system 

SNOMED4. 

In the event that data made available contains information that can be traced to individuals 

and for interpretation of the aforementioned requirements, the data management plan can 

refer to the data processing agreements that have been concluded, insofar as these 

agreements list the arrangements in place for all these points. 
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1.5 Version management and availability of the data management plan 

It is mandatory for the data management plan to be made available by the developer to the 

parties involved in the data collection or data processing. (1.5a) 

It is recommended that the data management plan is made publicly accessible or 

accessible on request, for example by publishing it on a publicly accessible website. (1.5b) 

This recommendation may be weighed against the commercial interests. 

It is mandatory for version management to be implemented for all components of the data 

management plan. (1.5c)  

This means that any changes to the data management plan must be accurately logged and 

recorded over time. This means that the data management plan is a living document, which 

will be regularly updated in the subsequent phases or drafted from scratch in a subsequent 

phase. 
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Phase 2 covers the development of the AIPA model. The model is the entire set of algorithm-

specific data structures that forms the AIPA in combination with an algorithm and is the result 

of analysis of the training data. This document does not provide a specific step-by-step plan 

for the analytical AIPA model development; the reader should refer to existing literature for 

this.1–6.  

The use of a standardised step-by-step plan is strongly recommended for the complete 

recording of the development steps and the procedures and results of internal validation (see 

below) of the AIPA. (2a) 

The TRIPOD reporting guidelines7–9 (www.tripod-statement.org) serve as a guide in this 

process and a specific TRIPOD-AI reporting guideline is nearing completion.  

2.1 Explanation of intended use  

It is mandatory for the developer of the model to define and record a clear definition of the 

intended use of the AIPA. (2.1a) 

It is mandatory to clarify at least the following in the intended that has been recorded:  

i) For which medical or health application the AIPA is intended (e.g. in which 

medical context, indication or target population) and who the envisaged end-user 

is (e.g. a specific specialisation, primary care provider, or the patient, client or 

citizen himself);  

ii) Which medical or healthcare process the AIPA intends to influence and what the 

expected benefit is compared to the current process (e.g. faster diagnosis, 

improved estimate of a person’s prognosis, or indication for modification of a 

lifestyle habit);  

iii) What the envisaged timing of the use of the AIPA or the prediction will be (e.g. 

upon admission to the hospital or Intensive Care Unit, at the time of receiving a 

cancer diagnosis, upon referral for a CT scan, or when symptoms or complaints 

are observed, or when monitoring blood sugar levels);  

iv) Whether this is a diagnostic, prognostic, monitoring, screening or other type of 

healthcare application;  

v) What the prediction horizon of the AIPA is (in the case of prognostic predictions: 

how far forward in time does the AIPA prediction go). (2.1b) 

Involvement of stakeholders – such as users and patients, clients or citizens – in defining the 

intended use is strongly recommended. (2.1c) 

 

 

http://www.tripod-statement.org/
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1.1.1. Data set(s) and intended use 

An exact description of the origin of the data set(s) (e.g. time/place) used in the development 

of the AIPA model, the design of data collection (e.g. consecutive patients), measurement 

and registration procedures, any selections, inclusion and exclusion criteria of participants or 

data points in the analyses has already been provided in phase 1.  

In general terms, the use of a representative sample from the target population (as recorded 

in the intended use, refer to section 2.1) for the development of the AIPA is strongly 

recommended. (2.1.1a) 

If the data used is not (completely) representative, or this is suspected, then it is mandatory 

for this to be documented and substantiated. (2.1.1b) 

2.2 Analysis and modelling steps 

It is mandatory for the developer of the model to record all analysis and model development 

steps. This includes all preparatory steps (e.g. initial data analysis10, feature engineering), 

modelling technique used (e.g. neural network, random forest, time to event, logistic 

regression), all modelling steps (e.g. model selection, tuning, (re)calibration). (2.2a) The 

starting principle is that the consecutive analysis and modelling steps are sufficiently detailed 

to ensure that a third party would be able to reproduce the data exactly based on the 

description of all the analysis and modelling steps 7–9, 11. 

2.3 Internal evaluation of the model 

2.3.1 Internal validation 

Internal validation is an important part of the process of development of the AIPA. The aim of 

the internal validation is to quantify realistic estimates of the model performance of the AIPA. 

An adequate estimator of the model performance (e.g. the C(oncordance) statistic and 

calibration curve8.12) can differ between types of applications and endpoints (e.g. binary, 

multi-category, time-to-event), also refer to section 3.1.2. Explicit minimum criteria for model 

performance have not been provided in this document, because minimum model 

performance is dependent on context.  

Description of the model performance in context is strongly recommended, e.g. by 

comparison to other predictive models or AIPAs for the same medical context or target 

population, or by comparison to a benchmark relevant to the medical context, so that it 

becomes possible to assess the benefit compared to the current medical practice. (2.3.1a) 
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It is mandatory to implement adequate measures to minimise optimism about model 

performance1,2,5,6 in order to achieve realistic estimates of model performance. (2.3.1b) 

This means that the internal validation must be strictly separated from the model 

development, for example the variable and model selection and tuning of the model (i.e. be 

wary of leakage). For example by performing nested cross-validation, in which the execution 

of all model development steps (inner loop) is separated from the internal validation of the 

model (outer loop).  

The use of statistically efficient internal validation methods (e.g. cross-validation, bootstrap) – 

in which all available data are used for the development of the model – is strongly 
recommended instead of the use of inefficient internal validation methods (e.g. several train-

test splits)13. (2.3.1c) 

Any deviation from this recommendation, for example due to lack of computational feasibility, 

must be substantiated. 

2.3.2 Analysis of potential (negative) impact of the model 

In addition to realistic estimates of model performance, it is important to look ahead 

throughout the development process at the (potential) application of the AIPA in practice, so 

that the development of the AIPA continues to match the medical context and the problem 

that needs solving. 

Performance of a credible and transparent analysis of the potential negative impact of the 

use or implementation of the AIPA is recommended and this should be recorded as part of 

the assessment of the benefit of the AIPA compared to current medical practice. (2.3.2a) 

For example by performing an analysis of the predictive errors of the model (i.e. error 

analysis) and relating this explicitly to the intended use.  

It is recommended that an estimate of fairness risks should be performed together with 

stakeholders from the medical context envisaged for the intended use. Refer to Section 3.3 

for a detailed elaboration. (2.3.2b) 

Model performance is not always equal for all generalised sub-populations. 

Therefore, it is strongly recommended that the heterogeneity in estimated model 

performance of the AIPA should be determined in as much detail as possible, for example by 

use of data from several locations (e.g. various medical centres) or other patient-relevant 

context – for example using internal-external cross-validation14,15. (2.3.2c).  

Any deviation from this should be substantiated with reference to the intended purpose of the 

model and an assessment of the risks to the robustness of the model. 



24 

Examination and recording of the expected benefit in the medical context of the model is also 

strongly recommended. (2.3.2d) 

This can be achieved, for example, using a decision curve analysis16. Another – more robust 

and comprehensive – method to study the impact on the medical practice at an early stage of 

the development of an AIPA is by an early Health Technology Assessment (eHTA) of the 

AIPA17,18.  

2.4 Technical Robustness 

During the development of the AIPA, it is mandatory to examine the technical robustness of 

the model and record the findings in a transparent manner, at least for those models that are 

used in the external validation (phase 3). (2.4a) 

It is strongly recommended to use technical robustness as a criterion for model selection, 

in addition to model performance (as referred to in 2.3.1). (2.4b) 

Various sensitivity analyses are recommended in order to study the robustness. This can 

include analyses of the: 

● Architectural robustness: repetition of the analysis steps on the same data results in a 

model that does not deviate significantly from the original model. 

● Consistency of model performance: repetition of the analysis steps on the same data 

results in models with performance that does not deviate much from the performance of 

the original AIPA. 

● Adversarial robustness: the effect of a (deliberate) disruption on the input variables of the 

model on the performance and/or architecture. 

● Domain shift and outliers: the effect of any outliers in the data and/or deliberate changes 

to the data set (e.g. deliberate inclusion or exclusion of certain groups) on the model 

performance and/or the architecture (e.g. outlier rejection analysis). Also refer to phase 4 

and 6 for additional activities. 

In addition – to increase the transparency of the AIPA – insight can be provided on the effect 

of certain input variables on the performance, for example, by using feature importance 

methods (i.e. explainable AI19). 

In addition to the analyses of the technical robustness of the AIPA model during the 

development, the robustness of the model in combination with the software that the model 

forms part of should also be analysed. Refer to phase 4 for this.  

2.5 Size of the data set for development of the AIPA 

The guiding principle for selecting the size of the data set for development of the model is: 

the bigger, the better. However, this guiding principle should be weighed against medical 
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ethics considerations and the requirement of data minimisation from phase 1. In general, the 

minimal required size of the data set increases as the incidence (or prevalence) of the 

outcome requiring prediction lies further away from 50% (i.e. higher class imbalance), as 

there are fewer strong predictors for the outcome in the input (lower explained variance in the 

outcome as a result of the input variables) and as the model contains more input variables 

and/or becomes computationally more complex. For models based on regression, there are 

explicit rules and formulas that can be applied to calculate the minimum size of the data 

set20,21. These types of rules for a priori calculations of minimum size of the data set do not 

exist (yet) for more complex models. However, a posteriori sample size criteria22 – e.g. so-

called learning curves23 – do exist, which can be used to evaluate whether the data set 

meets minimum criteria, such as a limited risk of over-fitting and exact estimate of the 

individualised outcome probabilities.  

The use of a priori or a posteriori methods to evaluate whether the size of the data set meets 

the minimum criteria is strongly recommended. (2.5a) 

An MEC will ask for a justification of the size of the data set. 

2.6 Logging, availability and version management 

2.6.1 Logging, reproducibility and replicability 

Reproducibility and replicability are important guiding principles for the development of the 

AIPA.  

It is mandatory for all analysis steps (also refer to Requirement 2.2a) and internal validation 

steps and the analysis of technical robustness to be logged accurately in order to guarantee 

the reproducibility (i.e. the ability to repeat the development using different data). (2.6.1a)  

The guiding principle is once again that the logging should be sufficiently detailed to allow 

third parties to reproduce the development steps. The TRIPOD reporting guidelines7-9 

(www.tripod-statement.org) can be used as a guide in this process.  

In addition, where applicable, it is recommended that results are published in a scientific 

journal. (2.6.1b) 

It is also recommended that computer codes used in the AIPA development are published 

or made available on request, so that these can be used by third parties for an independent 

validation of the AIPA model24. (2.6.1c) 

In addition, it is recommended that the replicability by third parties (i.e. repeating the model 

development using the same data) is guaranteed by making the data available on request if 

possible. (2.6.1d) 

http://www.tripod-statement.org/
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Of course due consideration must be given to the current legislation and regulations 

regarding privacy and the pursuant limitations and risks, such as the risk of identification of 

those involved. These recommendations may also be weighed against commercial interests 

and it is possible to argue that the external validation should be performed by a trusted third 

party. 

2.6.2 Version management and availability of the model 

It is mandatory that the version history (the final model and any updates to the model) is 

logged accurately, for example by assigning a version number. (2.6.2a) 

This version history of the model serves as an addition to the version history of the software, 

as required – for example – by the MDR.  

In addition, making the actual model and/or models (e.g. modelling coefficients if applicable, 

nomograms, computer code (with the actual model)) publicly accessible is strongly 
recommended, including – if available – the (minimum) software surrounding the model for 

demonstration purposes. (2.6.2b) 

Any deviation from this recommendation must be substantiated. Commercial interests can 

form a deciding factor in this deliberation. 
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Phase 3 covers the (external) validation of the AIPA developed in phase 2. External 

validation refers to the evaluation of the performance of the AIPA model using data that was 

not used in the (further) development in phase 21–3. We distinguish between the evaluation of 

the statistical or predictive value, the evaluation of the (added) value compared to the current 

care practice and the evaluation of fairness and algorithmic bias.  

The transition from phase 2 to phase 3 is based on the assumption that the development of 

the AIPA model has been completed. However, in some cases, a small set of candidate 

models need to be validated in phase 3 to arrive at a final decision for a model. External 

validation explicitly does not refer to: the (re-)training or (re-)tuning of a model. External 

validation an result in complete or partial re-training of a developed AIPA. This is also called 

model updating.4–6 In that case, it is necessary to complete (a part of) phase 1 and 2 again 

and to log this.  

3.1 Evaluation of predictive (statistical) characteristics of the AIPA 

3.1.1 Target population and context 

To achieve a good evaluation of the predictive value of an AIPA, it is mandatory that the 

tester uses a different data set for external validation than the set that was used for the AIPA 

development in phase 2, but this data set must be representative for the intended population 

and context3. (3.1.1a) 

If a so-called holdout data set exists, then the characteristics of this data set have already 

been fully defined in phase 1. If not, at least the characteristics of the data collection process 

have been recorded.  

The use of study designs in which only data from healthy controls are used that are not 

representative of the target context or population usually results in an excessively optimistic 

evaluation of the predictive value of the AIPA model (spectrum bias7). 

It is strongly recommended to avoid the use of a study design in which only data from so-

called healthy controls are used. (3.1.1b) 

It is mandatory for an exact description of the origin of the data (e.g. time and place), the 

method of data collection (e.g. consecutive patients), measurement and registration 

procedures, any selections and inclusion and exclusion criteria to be recorded in the data 

management plan in order to define the context of the predictive characteristics (see phase 

1). (3.1.1c) 

In addition, the intended use of the AIPA should also be monitored closely, as set out in 

phase 2.  
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It is recommended that exclusion of individuals who do belong to the target population or 

context should be avoided. (3.1.1d) 

Any unforeseen exclusion of data or individuals, for example due to failed measurements or 

the withdrawal of consent, should be accurately recorded and – preferably – described per 

case or per group. 

For the sake of general applicability, the target population or context for external validation 

can differ from the intended population as formulated and used in the development of the 

AIPA model (phase 2).  

In the event of structural differences between the development (phase 2) and the external 

validation (phase 3) in terms of the design of data collection, measurement and registration 

procedures, any selections and inclusion and exclusion criteria, it is mandatory to record the 

reason for this difference in intended populations between phase 2 and 3. In addition, the 

nature of the differences must also be clearly recorded in the data management plan.8,9 

(3.1.1e)  

In addition, it is recommended – if possible – to compare the baseline characteristics (e.g. 

distribution in age, gender, co-morbidity) and perform statistical tests between the data used 

for the development (phase 2) and for the external validation in phase 3 (even if the target 

populations are the same)10. (3.1.1f)  

This allows any data drift to be quantified in later phases. 

3.1.2 Model performance of the AIPA  

A realistic evaluation of the model performance, i.e. the correspondence between the 

predicted outcome and the observed outcome, forms an important part of the external 

validation of the AIPA model.  

During the evaluation of model performance, it is mandatory to take into consideration the 

scale on which the predictions are made when selecting estimators. (3.1.2a) 

A correct estimator or measure of model performance can differ for a binary endpoint (e.g. 

health outcome is present versus absent), multi-category endpoint (e.g. definitely present, 

probably present, probably absent, definitely absent), a survival endpoint (with possible 

censoring) or an outcome on a continuous scale.  

For the selection of estimators of model performance, it is also mandatory to take into 

consideration the predicted output of the AIPA model. (3.1.2b) 

For example: for predictive models that only provide binary (yes versus no, or present versus 

absent) classifications as output, the focus rests on the accuracy of classifications and 
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associated measures such as the F1-score and C-statistic, whilst for a predictive model with 

probability/risk output, the focus often rests on the calibration and discrimination (C-statistic) 

of the model. Please refer to the TRIPOD guidelines8,9 for a guide on recording these 

choices. 

As for the internal validation in phase 2, it is strongly recommended that the estimates for 

model performance are placed in the intended context as far as possible, for example by 

comparison of the predictive value to comparable predictive models used for the same 

context or target population or a relevant benchmark for the medical setting envisaged in the 

intended use. (3.1.2c) 

It is also strongly recommended that the estimates for model performance of the AIPA 

during external validation be compared to the model performance reported after internal 

validation during development (phase 2). (3.1.2d)  

A large discrepancy in model performance that is uncovered during external validation in 

phase 3 can be indicative of over-fitting of the model during the development in phase 25,6. 

3.2 Evaluation of medical characteristics and expectations for implementation of the 
AIPA 

As is the case in phase 2 during the internal validation, it is mandatory that an external 

validation of the AIPA model also evaluates the medical characteristics, or the performance 

in the intended medical setting. (3.2a) 

An analysis of anticipated costs and benefits is recommended. (3.2b) 

As was the case in phase 2, this can be achieved – for example – using a decision curve 

analysis11. Another – more robust – method to study the impact compared to the current 

medical practice using an early Health Technology Assessment (eHTA12,13), as mentioned 

previously in phase 2. 

It is recommended that you make an estimate of expected barriers before implementation of 

the AIPA and record these in this phase, for use in phase 5 and 6. (3.2c)  

For example by a description of limitations caused by availability of data, an estimate of the 

time (e.g. entry of data or the calculation time of the model) and costs (e.g. measurements) 

required to use the model in practice and expected barriers relating to the implementation of 

the AIPA in the current processes of the envisaged medical practice.  

It is strongly recommended that stakeholders from the medical setting who are envisaged 

for the intended use (both end-users and patients) are involved in the evaluation of medical 

characteristics, the analysis of costs and benefits and the assessment of barriers. (3.2d) 
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3.3 Fairness and algorithmic bias 

The external validation of the AIPA model should look beyond the model performance and 

medical value. The evaluation of fairness17 and bias is also very important. 

Unfair treatment is usually the result of a form of algorithmic bias. We can distinguish various 

forms of algorithmic bias. The terminology framework by Suresh & Guttag (2020)14 serves as 

a guide in this matter. They distinguish between six forms of bias: 

● Historical bias: undesirable model outcomes or predictions as a result of data from the 

world as it is or as it was. This can be caused, for example, by the fact that the AIPA 

model was developed using data in which systematic under-diagnosis or over-diagnosis 

played a role. 

● Representation bias: undesirable model outcomes or predictions as a result of under-

represented sub-groups in the data. This can be caused, for example, by the fact that the 

AIPA model was developed using data that was not representative for the target 

population or context. 

● Measurement bias: undesirable model outcomes or predictions as a result of the AIPA 

being trained using data in which the outcome variable contained misclassifications (refer 

to Section 3.4) or due to differences between the (accuracy of the) measurement of 

predictors/features for the development of the AIPA and the external 

validation/implementation. This is also referred to as measurement heterogeneity15,16. 

● Aggregation bias: undesirable model outcomes or predictions for certain sub-groups. This 

can be caused, for example, by the fact that the model performance of the AIPA is much 

poorer in (often under-represented) sub-groups. 

● Evaluation bias: distorted statistical evaluation as a result of external validation of the 

AIPA using a data set that is not representative for the target population. Examples 

include the use of an AIPA in General Practice that was trained using data from hospitals 

in which more severe disease occurs. 

● Deployment bias: mismatch between the problem that the AIPA is trying to solve and the 

way in which it is used by others. 

Fairness of an algorithm is generally studied in a risk-oriented approach: hypotheses are first 

formulated about groups that could potentially be treated unfairly by the AIPA, for example, 

by means of a systematic analysis of the “guidance ethics approach” (aanpak 

begeleidingsethiek)24 (Structured, collaborative and multidisciplinary approach for applying 

ethics to the development or implementation of technology) and these hypotheses are then 

analysed during the external validation. At the very least, this takes into consideration groups 

that can be distinguished based on sensitive personal data under the GDPR. 
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It is mandatory to analyse and record the presence of certain types of bias (such as 

algorithmic bias) that can result in unfavourable disparities in outcome for certain groups in 

the population . (3.3a) 

In addition, it is mandatory to analyse and record the risk of unequal treatment or 

undesirable disparities in outcome for certain groups in the population. (3.3b) 

It is strongly recommended that stakeholders such as end-users and patients become 

involved in this evaluation of fairness risks, for example with regard to the “guidance ethics 

approach” (aanpak begeleidingsethiek)24. (3.3c) 

3.4 Determining the outcome variable (labelling) 

The accurate determination of the outcome that is to be predicted in the external validation 

data set is an important factor for the validity of the statistical model performance and the 

medical value. There are many situations in medicine where no gold standard is available for 

the measurement of the outcome variable (e.g. for some diagnoses, classifications or cause-

specific mortality), which potentially result18,19 in misclassification of the outcome variable. 

Therefore, the term “reference standard” is often used. In some situations, evaluation by an 

expert or group of experts is required to arrive at a decision per case (e.g. the assessment of 

a tumour on a CT scan20).  

It is mandatory to perform so-called labelling of outcomes in the data set for external 

validation as accurately as possible in this phase and to record and justify this process as 

transparently as possible. (3.4a) 

It is recommended that the process is recorded as accurately as possible, with a report of 

which experts were involved in the labelling (e.g. training, expertise), in which circumstances 

(e.g. number of experts per case, available time) and how any discrepancies between labels 

were resolved. (3.4b) 

It is strongly recommended that the quality of the labels should be quantified (e.g. by 

means of measures of agreement (e.g. the kappa statistic or ICC), or by estimating the 

accuracy of the labelling21). (3.4c) 

 

3.5 Size of the data set for external validation 

The guiding principle for selecting the size of the data set for external validation is: the 

bigger, the better. The bigger the data set, the more accurate the estimates that will be used 

for the statistical and medical evaluation and the better the algorithmic bias can be analysed. 

However, it is important not to loose sight of the importance of accurate labels (refer to 
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Section 3.4). Please refer to the literature for a calculation of the minimum size of a data 

set22,23.  

It is mandatory to provide argumentation for the size of the data set for external validation. 

(3.5a)  

It is recommended to perform calculation of the minimum size of the data set, if possible 

(refer to Section 2.5). (3.5b) 

3.6 Logging, reproducibility and replicability 

As for phase 2, reproducibility and replicability are important guiding principles for external 

validation of the AIPA.  

In order to guarantee reproducibility (i.e. repeat of the external validation using different 

data), it is mandatory to log the process that was followed and the data that was used for 

external validation in a complete and transparent manner8,9, even in the case of negative 

results. (3.6a) The TRIPOD reporting guidelines7-9 (www.tripod-statement.org) serves as a 

guide in this process. 

It is recommended that the computer codes used for the external validation are made 

publicly accessible. (3.6b) 

It is recommended that the data is made (publicly) accessible in order to increase 

replicability (i.e. repeating the external validation using the same data). (3.6c) 

Of course due consideration must be given to the regulations regarding privacy and the 

pursuant limitations. These recommendations may also be weighed against commercial 

interests and it is possible to argue that the external validation should be performed by a 

trusted third party. 

  

http://www.tripod-statement.org/
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4 Development of the required software  
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The development and validation of the AIPA as a predictive model were discussed in phase 

2 and phase 3. Phase 4 covers the further development of the software surrounding the 

AIPA by the manufacturer. In other words: the design, the development, the user testing and 

the accompanying system requirements of the software that the AIPA will form part of 

(hereinafter referred to as: AIPA software) also form part of this phase. These system 

requirements include utilities that must be provided as part of the design of a quality 

management system. In addition, the information supplied with the software also belongs to 

this phase.  

It should be noted that the developer and the care organisation where the AIPA will be 

implemented can be one and the same party. In such cases, there will be no interaction 

between a manufacturer and a care organisation. In that case, the requirements and 

recommendations for the manufacturer should be interpreted as requirements and 

recommendations for the developing care organisation and any apparent duplications 

resulting from this situation can be ignored. 

From this phase onwards, it is assumed that the software which the AIPA forms part of is 

designated for use in the intended medical context, including self-care. Phase 4 will often 

take place after the external evaluation (phase 3), but can also take place after phase 2. In 

such cases, both will take place simultaneously, for example because the evaluation of the 

AIPA can only take place in combination with the software or the device containing the 

software, which the AIPA forms part of. 

4.1 Explainability, transparency, design and information 

4.1.1 Explainability, transparency and design of the AIPA software 

The outcomes of the AIPA model will be presented in the software in a transparent and 

explainable manner. The presentation of the outcomes of the AIPA model in the software 

distinguishes between an inherently explainable and a complex model.  

An inherently explainable model (e.g. a decision tree or algorithm in which the weights of the 

input variables are clear) is a model that allows for direct interpretation of how the model 

predictions (or classifications) were established.  

In the case of an inherently explainable model, it is mandatory that the manufacturer 

discloses information about the interpretation of the model and the model predictions for the 

intended end-users. (4.1.1a) It is mandatory that this takes place in a presentation of the 

model predictions by the software for the end-user, particularly if medical decisions are made 

based on the model predictions. (4.1.1b) 
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This can be achieved, for example, by providing an explanation in the user interface, where 

the prediction or outcome is also presented. 

In the case of a complex model (e.g. an algorithm based on deep learning), the relationship 

between input variables and predicted outcomes is so complex that it is no longer possible to 

comprehend this (so-called “black box” algorithms). Extra attention should be paid to post-

hoc information and interpretation of the model in the presentation of the model by the 

Software1-3 .  

It is mandatory to substantiate the following aspects of complex models: 1) why an 

explainable model was not used and 2) if opting for a post-hoc explanation, why this is 

appropriate for the model and the intended end-user. (4.1.1c) 

It is strongly recommended that in both cases, an amended model presentation and 

explanation is designed for each end-user and that training aids in the field of interpretation 

of the AIPA are developed and made available (phase 6) to avoid incorrect model 

interpretations by the intended end-user. (4.1.1d) 

The following should be taken into consideration here: usability and testing of the software 

that the AIPA model forms part of according to the existing standards and regulations (refer 

to Section 4.4), presentation of the predicted outcomes including information about 

(un)certainties (for example by providing a confidence interval), use of language appropriate 

for the end-user (for example, this would differ for a care provider and a patient), intuitive 

visualisation, the integration of the software in the care and work process and – where 

applicable – the possibility of interaction with the AIPA model.  

It is strongly recommended that stakeholders – such as users and patients, clients or 

citizens – are involved in the design of the model presentation and explanation. (4.1.1e) 

4.1.2 Information pertaining to the software 

It is important for users of the software that they know and understand the characteristics of 

the software. The information requirements of the end-users are the determining factor for 

the way in which the characteristics of the software need to be explained clearly and 

unambiguously.  

The aim of providing this information is to:  

- Give the end-user insight into the intended purpose and the functioning of the 

software, thereby fostering trust; 

- Give the end-user sufficient information to be able to explain the essence of the AIPA 

to third parties (e.g. the patient, client or citizen, if they are not the end-user), in other 
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words, to be able to interpret the meaning of the output in the intended medical 

context; 

- Be able to substantiate the reliability of the software.  

It is strongly recommended that digital instructions for use are drafted for the end-user, 

containing information about the use of the AIPA in the software. (4.1.2a) 

It is recommended that the following aspects are included: 

- Who the output of the AIPA in the software is intended for and in which medical 

context, e.g.: 

o Care organisation (non-care-related) 

o Care provider (between colleagues) 

o Care provider (in discussions with the patient, client) 

o Patient, client or citizen (in their own surroundings or elsewhere) 

- In which manner (periodical) the information requirement of the end-user is and will 

be determined; 

- The information requirement of the end-user and the provision of this information, e.g. 

by answering the following questions: 

o Care provider (and to a certain extent also patient, client and citizen): 

▪ Has this AIPA software already been implemented elsewhere? 

▪ What is the prediction of the AIPA based on? Which input variables 

have been used and which methodology has been used to process 

this data to form an AIPA? Where can I find information about training 

data that was used and the intended use (also refer to phase 1 through 

3)?  

▪ Can dominant input variables be designated in relation to the 

predictions of the AIPA? 

▪ How certain are the predictions (also refer to phase 2 and 3)? Where 

can I find additional information about which validation data was used, 

which processes and methodology were followed and what the results 

were (also refer to phase 3)?  

o Patient, client or citizen:  

▪ What effect does the implementation of the AIPA software have on the 

process with my care provider? 

▪ What does this prediction entail for me as an individual?  

▪ Who can I contact if I have a question or complaint, or if I want to 

receive more information about the software or the AIPA? 
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▪ How certain can one be about the predictions (also refer to phase 2 

and 3)? 

4.2 Provisions for continuous monitoring 

Continuous monitoring of the AIPA is an important aspect of quality management and a 

requirement stipulated by the MDR. For the design of a quality management system 

compliant with MDR, please refer to ISO 13485 Medical devices - Quality management 

systems - Requirements for regulatory purposes. 

It is strongly recommended that a monitoring plan is drafted in this phase, so that the AIPA 

software can be tailored accordingly (refer to Section 6.2.1). (4.2a) 

In the monitoring plan, the manufacturer distinguishes between their own information 

requirements and those of the care organisation. 

It is strongly recommended that the option to perform monitoring of the data used, the 

model and the use of the AIPA after introduction in the practical situation (refer to phase 6) is 

facilitated in the software, so that at least the care organisation can make use of this option. 

(4.2b) 

Deviation from this recommendation is permitted if this functionality does not offer any added 

benefit for the intended use. 

It is recommended that an option is incorporated in the software to register whether the end-

user actually follows the prediction (or classification, or treatment recommendation) made by 

the AIPA or not (and if not, why not), so that at least the care organisation can use this 

information. Also, pay attention here to – for example – the option to perform parallel 

implementation or testing. (4.2c) 

Deviation from this recommendation is permitted if this functionality does not offer any added 

benefit for the intended use. 

It is strongly recommended that input data is automatically validated in the software. (4.2d) 

For example, by out-of-domain detection, where certain predictions that fall outside the 

domain are not presented to the end-user. 

In addition, it is strongly recommended that monitoring be performed in the software for 

systematic shifts in the data. (4.2e) 

For example, by detection of data drift in which the software automatically notifies the 

manufacturer and the software administrator when systematic shifts in the data appear to be 

taking place.  
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It is mandatory for the manufacturer of the AIPA software to facilitate feedback functionality 

as part of the quality management system, in the software if possible, for feedback from end-

users and for reporting of technical problems. (4.2f) 

The design and quantity of information requested in this feedback will vary per application 

and can differ for each phase of the development of the AIPA software. For example: in the 

initial phase, the option to perform a manual check and verification of predictions by the AIPA 

is strongly recommended. 

4.3 Security 

In general, the existing standards and regulations for software security are sufficient for AIPA 

software in the medical context, which is why we refer to the existing standards, regulations 

and guidelines for security of (medical) software, in particular:  

• MDS2 statement: manufacturer disclosure statement for medical device 

security, ISO27002, NEN 7510. 

• MDCG 2019-16 European Commission: Guidance on Cybersecurity for 

Medical Devices. 

• UL 2900-1 ANSI/CAN/UL Standard for Software Cybersecurity for Network-

Connectable Products. 

• IMDRF/CYBER WG/N60 Principles and Practices for Medical Device 

Cybersecurity. 

• FDA (most recent guidance from 2014 https://www.fda.gov/medical-

devices/digital-health-center-excellence/cybersecurity, draft 2019). 

• General Data Protection Regulation (GDPR). 

• ISO/IEC TS 7110, ISO/IEC 27032, ISO/IEC 27014. 

 

For AIPA software it is specifically important that input and output data will increasingly be 

stored and used in large quantities, particularly when re-training and re-calibrating models.  

Therefore, it is strongly recommended that end-users who work with the software or the 

device that contains the AIPA are trained by the care organisation in terms of the use of 

secure (cloud) systems and the relevant standards and regulations in relation to the sharing, 

safety and privacy of data. (4.3a) 

It is mandatory that version management is used for the software and the required and used 

training and test data sets for the development, validation and modification of the AIPA must 

be stored together with the corresponding version (also refer to phase 1 and 2). (4.3b) 

4.4 Software testing 



45 

In general, the existing standards and regulations for software testing are sufficient for AIPA 

software in the medical context, which is why we refer to the existing standards, regulations 

and guidelines for testing of (medical) software. The guiding principle here is that complete 

traceability must be guaranteed from the translation of the intended use to the software 

requirements and design. This translation must subsequently be verified and validated. 

Please refer to the following existing standards and guidelines: 

• IEC 62304 - Medical device software - Software life-cycle processes. 

• IEC 82304-1 - Health software - Part 1: General requirements for product safety.  

• IEC 62366-1 - Medical devices - Part 1: Application of usability engineering to 

medical devices. 

• ISO 14971 - Medical devices - Application of risk management to medical devices. 

• FDA, General principles of software validation, 2002. 

• FDA, off-the-shelf software use in medical devices, 2019. 

If components of the AIPA software have been developed by a third party, which is not 

managed by the manufacturer (also referred to as off-the-shelf or OTS software), then it is 

strongly recommended that these components are locally tested according to existing 

standards. (4.4a)  

Refer, for example, to the FDA guideline from 2019 on off-the-shelf software use in medical 

devices.  

In cases where the AIPA model itself can be designated as an off-the-shelf component, it is 

strongly recommended that phase 3 – Validation of the AIPA – be performed (once more). 

(4.4b)  
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Phase 5 covers the determination of the impact or added value of the use of the AIPA as part 

of the software on the envisaged medical practice or context, the medical treatment and the 

health outcomes respectively for the intended group (e.g. the patient, client or citizen). A 

Health technology assessment is also performed during this phase2. The manufacturer (or 

the developing care organisation, in the event of internal development) is responsible for 

determining the impact and added value. Still, this process is generally performed in 

collaboration with developers, care organisations and end-users. The impact or added value 

of the use of the AIPA – including the required software – on and in the medical practice can 

be achieved in different ways. For example by supporting the care provider, patient, client or 

citizen in making treatment or lifestyle decisions, or via an efficient (cost-effective) change in 

the care process.  

At the moment, there are still relatively few AIPAs in use in daily medical practice and as a 

result, the impact has also been studied for relatively few AIPAs3-6. The integration of the 

AIPA in daily medical practice and care appears to be a stumbling block. It is hoped and 

expected that the implementation will increase in the coming years. For an overview of the 

current status regarding the implementation of AI in the medical context and practice, please 

refer to the report “Inventory of AI in health and care”7.  

5.1 Impact assessment and setting up accompanying study 

It is mandatory for the manufacturer to perform an impact assessment of the AIPA (as part 

of the software) within the intended use. (5.1a) 

This is necessary to test the potential added value of the AIPA in daily medical practice. In 

addition to the generic methods for empirical testing of the (added) value of (digital) 

innovations and prediction models in health care8-13, several (AI-specific) steps will be 

discussed that are of particular importance to an AIPA14-16.  

It is mandatory that the development of the software that the AIPA forms part of and the 

accompanying impact assessment form a single process, in which the manufacturer ensures 

that end-users (e.g. care providers) and patients, clients or citizens are involved at the 

earliest possible stage and have several opportunities for contact. (5.1b) 

If the impact assessment takes place in a care organisation, then an impact assessment can 

be considered as a form of implementation. 

In the event that the impact assessment is (partially) performed within the care process – and 

thus implemented in the process – it is strongly recommended that an implementation plan 

be drafted as described in Section 6.1 and that relevant sections, such as the appointment of 

the implementation team and a local evaluation, a pilot or run-in period, be performed before 

a large scale empirical study is started. (5.1c)  
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It is mandatory that recommendation 5.1c is followed in the event of development within a 

care organisation. (5.1d) 

Any required changes to the software can then still be implemented prior to the intervention 

period, as part of the impact assessment.  

The impact assessment will be discussed according to a step-by-step plan. This step-by-step 

plan describes how to create an inventory of the expected effects of the use of software with 

an AIPA in medical practice, right through to the development of a comparative empirical 

study to demonstrate the expected effects compared to the current care (processes) in the 

envisaged context. This plan is based on the intended use of the AIPA (refer to phase 2) and 

the accompanying indications of claims that are made by the developer (refer to phase 4). 

The latter is mainly important to ensure compliance with the current legislation and 

regulations (MDR) and thus provide sufficient evidence of added value, which is required to 

be allowed to introduce the AIPA in medical practice.  

The steps are as follows: 

1. Expected effects: based on the intended use, list the effect that the AIPA is expected 

to have on the intended medical care process and health outcomes in the intended 

medical context; 

2. Risk assessment: estimate potential risks and unintended effects prior to 

implementation of the AIPA in daily practice; 

3. Human-machine interaction: Clarify how the care process and care provider will 

interact with the software before performing an empirical study. 

5.1.1 The expected effects 

It is mandatory to state clearly how the AIPA operates: independent or advisory, according 

to the level of automation; box 5.1. (5.1.1a) 

The level of automation can affect the classification in terms of the previously mentioned 

Rule 11 in Appendix VIII of the MDR. 

The intended use was recorded in phase 2, which will be included in digital instructions for 

use after development of the software, refer to Section 4.1.2. 

In addition to the intended use that has been recorded, it is mandatory to record in more 

detail what the expected effects of the use of the AIPA are on possibly relevant (health and 

process) outcomes (in other words, define the intended use of the AIPA). (5.1.1b) 

This determination can be divided into two layers: 1) The expected decisions by the end-

user, based on the predicted outcomes or classifications; 2) the expected effects and 
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consequences of these predictions and decisions on later (health) outcomes of the patient, 

client, citizen and/or on the local care context or on society.  

 

When determining the potential outcomes, it is recommended that the goals as defined in 

the quadruple aim model for the improvement of the care sector are taken into consideration, 

as applied in value-driven care18:  

1) the improvement of the patient/citizen’s experience regarding the quality of care; 

2) the reduction of the care costs;  

3) the improvement of the health of the population; 

4) the improvement of the perception of the care provider. (5.1.1c) 

Potential outcomes might include12 14 17:  

Box 5.1: level of automation 

At the highest level of automation, an AIPA makes a prediction independently and makes 

a medical decision independently, in which the corresponding intervention is performed 

and is not checked by a human. This is virtually unheard of in clinical practice, although 

developments are ongoing in clinical practice, particularly in the field of radiological 

imaging, in which humans are no longer always involved in evaluating the radiological 

test images1.  

The human-monitored solutions are on the level below this. In this case, the software 

makes a prediction or classification independently, makes the next medical choice or 

decision and performs this independently, but has this checked – before or afterwards – 

by a human (usually a care provider or patient). If the human decision is made based on 

the recommendation of the software, we refer to this as joint or computer-assisted 

decision making. If clinical decision support is mentioned in a care context, then this 

usually refers to this level of automation.  

Figure 1: the level of automation. The vast majority of AIPAs in software applications 

have until not been categorised as computer assisted or joint decision-making. 
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• Process outcomes and user-friendliness 

Does the introduction of the AIPA result in immediate changes in the care 

process for the care provider (e.g. a faster or improved diagnosis or 

prognosis, potential for earlier hospital discharge or admission, improved work 

processes such as home monitoring or self-monitoring of the patient)? 

• Short-term health outcomes  

Does the altered process after introduction of the AIPA result in improved 

health outcomes for the individual patients/citizens in the short term? 

• Long-term health outcomes  

Does the altered process after introduction of the AIPA result in improved 

health outcomes for the individual patients/citizens in the long term, or in 

improved prevention (e.g. improved survival, higher quality of life, or improved 

daily functionality)? 

• Society  

Does the altered process after introduction of the AIPA result in changes at 

the societal level (e.g. cost-effectiveness)? 

Draw the expected chain of the medical care process that the software and the AIPA will 

form part of. Figure 2. serves as an illustration.  

 

Figure 2: example of a drawing of the expected chain of events and the care or work process 

following the introduction of an AIPA in the envisaged medical context. 

It is strongly recommended that the estimates of the expected effects as requested in 

5.1.1b be made in a multidisciplinary setting, in consultation with the end-user(s) and 

patients, clients or citizens. (5.1.1d) 

In this process, look at each step in the care chain of events that the AIPA will form part of, 

as set out in Figure 2. Take into consideration the probability (how great is the chance of this 
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effect occurring?) and the potential consequences (positive and negative). These estimates 

can be used to implement risk-mitigation measures (next step) and to set up a comparative 

empirical study.  

5.1.2 Risk assessment 

It is mandatory to perform a risk assessment to gain insight into the potential risks of the use 

of the AIPA in daily medical practice. (5.1.2a) 

This includes the expected unintended decisions and effects in the entire care process (refer 

to Section 5.1.1) and reasonably foreseeable incorrect use;  

It is mandatory to create an inventory of the potential undesirable effects (risks) of 

implementation of the AIPA in the care process per component of the care process in the risk 

assessment, in close cooperation with the stakeholders (e.g. end-users and patients). 

(5.1.2b) 

It is mandatory to select and implement risk-mitigating measures for the risks identified 

during the risk assessment. (5.1.2c) 

It is mandatory to include any sources of uncertainty as listed in 5.3.1a in the risk 

assessment. (5.1.2d).  

It is mandatory to incorporate any risks identified in the risk assessment in the outcomes of 

the empirical study (refer to Section 5.1.4). (5.1.2e)  

It is strongly recommended that stakeholders – such as users and patients, clients or 

citizens – are involved in the risk assessment. (5.1.2f) 

The risk assessment by the manufacturer as described above is comparable to a prospective 

risk inventory (PRI) performed by a care organisation. The difference is that the risk 

assessment referred to above is a general assessment, covering the entire scope of potential 

use, as described in the intended use, instead of a PRI-targeted use of the AIPA in a specific 

care organisation. In the case of development by the care organisation, a PRI can be 

performed instead of the aforementioned assessment. 

5.1.3 Human-machine interaction  

The effectiveness of the interaction of the end-user with the software is of great importance 

to the impact of the AIPA software. 

It is mandatory to ensure that the AIPA software interfaces with the current medical care 

processes and accompanying medical decision making as seamlessly as possible before an 

empirical study is performed (refer to Figure 2 in Section 5.1.1). (5.1.3a) 
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It is mandatory to involve several end-users in the local implementation team in order to 

achieve this (also refer to phase 6 for the further composition of an implementation team). 

(5.1.3b) 

In addition, it is mandatory to create an inventory of the expected changes in the care 

context (e.g. changes in the work process) caused by the software, preferably in consultation 

with the intended user and patient, client or citizen. (5.1.3c) 

Naturally, the relevant local medical guidelines must be followed. If new information has 

become available that demonstrates that following the current guidelines is no longer 

desirable as a result of the implementation of the AIPA (e.g. as a result of a new work 

process using the AIPA, which reduces the risk to patients or citizens), then this forms a 

reason to request a change in the local medical guidelines by the responsible organisation 

(e.g. a medical professional association). 

It is strongly recommended that the desired presentation of the outcomes of the AIPA in 

the software (refer to phase 4) and the accompanying work process in which the AIPA is 

used (refer to Section 5.1.2) is demonstrated to the end-users before starting an empirical 

study, preferably in the form of a pilot, also refer to Recommendation 5.1c. (5.1.3d) 

Consider a directive presentation, in which advice for action is given to the end-user19.  

It is strongly recommended that testing is performed to ensure that the design of the 

software, the required input and any actions required from the end-user are all consistent 

with the current workflow in order to encourage optimum use. For example, this should be 

consistent with the work pressure of the end-user. (5.1.3e) 

It is strongly recommended to create an inventory of the so-called facilitating factors and 

barriers surrounding the implementation of the AIPA in practice, by using qualitative research 

methods such as focus groups and questionnaires. In addition to the developer of the AIPA 

and the manufacturer of the software, this should always involve several end-users and 

patients, clients or citizens10 17. (5.1.3f) 

5.1.4 Comparative study 

In order to ensure a valid quantification of the added benefit of the implementation of an 

AIPA in the context of the daily medical practices, it is mandatory to perform a comparative 

study, in which the (desirable and undesirable) effects of the use of the AIPA (refer to 

Section 5.1.1) are compared to a similar context, in which similar standard care is performed, 

without the use of the AIPA9 11 12 17. (5.1.4a) 

The ideal design is a randomised (adaptive) comparative study design in which two groups 

are compared: one group will receive standard care (the control group) without the use of the 
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AIPA and one group in which the end-user will be informed of the recommendation made by 

the AIPA and can take action based on this recommendation in the care practice (the 

intervention group). In ideal circumstances, one would use a randomised design for this 

(randomised at individual or cluster level). Any deviation from this recommendation must be 

substantiated. Reasons for deviation include, but are not limited to: logistical infeasibility of 

randomisation, the risk of contamination of the control group, extended duration of a study 

(e.g. in the case of rare diseases or long-term effects), unfeasibly high costs, or an 

unfeasible number of patients to be included9 11-13.  

Alternatives to a randomised design are: a controlled prospective before/after design, 

interrupted time series, geographic comparison, or a cross-sectional randomised design with 

the treatment decision (instead of the individual health outcomes) as measures of effect.  

It is mandatory to substantiate the choice of the population and context in which the AIPA 

software will be studied. (5.1.4b) 

It is strongly recommended that a reasonably comparable population is selected for 

comparison with the target population for which the software was developed (phase 2). 

(5.1.4c) 

The selection of the control group also forms part of the selection of this population. It is 

strongly recommended that a reasonably comparable population is selected for comparison 

with the intervention group, which is therefore also directly representative of the target 

population. If education is required for the intervention period (in other words: the use of the 

AIPA in practice), then a similar amount of education will need to be provided for the control 

group in order to prevent10 the learning effect where possible.  

Please refer to the SPIRIT-AI and CONSORT-AI statements for guidelines regarding the 

reporting of randomized trials in which artificial intelligence is used20 21.  

5.2 Health technology assessment  

It is strongly recommended that phase 5 includes a model-based impact analysis, or a 

model-based Technology Assessment (HTA). (5.2a) 

In other words, a mathematical model (e.g. a Markov model) is used to provide an objective 

analysis of the expected costs and benefits (added value) of the introduction of the AIPA in 

the medical practice compared to the current standard care as benchmark or control2 22 23. 

The result of such a HTA will become increasingly important in the approval of digital 

healthcare in the Netherlands and the EU. If reimbursement is essential, an appropriate HTA 

is thus required to be eligible for such reimbursement – or conditional reimbursement – of the 

implementation. The report “Valuable AI for health” includes a roadmap for performing an 
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HTA for AIPA software. This roadmap provides an overview of the costs and the potential 

funding sources of HTA research for AI and therefore also for an AIPA24 25.  

5.3 Uncertainty, risks and unexpected outcomes 

5.3.1 Uncertainty in predictions 

Source of uncertainty in implementation during phase 5 can include: the applicability of the 

AIPA in a different medical context than for which the AIPA model was originally developed 

(phase 2) or validated (phase 3), changes to the local care or work processes and a 

systematic change in the human-machine interaction as described in 5.1.1, Step 3.  

It is mandatory that the manufacturer explicitly states which sources of uncertainty exist 

after performing the impact assessment and which mitigation measures have been 

implemented to minimise these uncertainties, which may be encountered during the 

introduction in the daily care practice. (5.3.1a)      

The developer and end-users should pay particularly close attention to the transportability of 

the AIPA to a different medical setting and/or context8 11 12 26.  

5.3.2 Unexpected outcomes, vigilance 

It is mandatory to log all unexpected outcomes that occur during the impact assessment and 

report these outcomes in accordance with the legislation and regulations. (5.3.1b) 

Where applicable in the care context, the existing legislation and regulations regarding 

vigilance and the local safety management system27 (SMS) must also be followed: MDR 

Article 5.5 (software developed in-house), MDR Article 10 (manufacturer’s quality system), 

Covenant on Safe Implementation of Medical Technology in Medical Specialist Care 

(hereinafter referred to as: CMT)28, MDR Article 80 (reporting of adverse events during 

clinical research), in the event of a product with CE marking: MDR Article 87 (safety reports). 

Manufacturers of an AIPA are obliged to implement a risk management system and a system 

for reporting incidents and corrective actions pertaining to safety in the field, both during the 

impact analysis (phase 5) and during and after implementation (phase 6). For the design of a 

quality management system compliant with MDR, please refer to ISO 13485 Medical devices 

- Quality management systems - Requirements for regulatory purposes. 
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Phase 6 covers the implementation and use of the AIPA in healthcare provision. Central 

themes in this phase include implementation, monitoring and education by the care 

organisation. For an AIPA that forms part of a medical device as referred to in the MDR, 

phase 6 should also consider the legal requirements of post-market surveillance for 

manufacturers. It should be noted that the developer and the care organisation where the 

AIPA will be implemented can be one and the same party. In such cases, there will be no 

interaction between a manufacturer and a care organisation. In that case, the requirements 

and recommendations for the manufacturer should be interpreted as requirements and 

recommendations for the care organisation that develops the AIPA and any apparent 

duplications resulting from this situation can be ignored.  

It is also possible that the AIPA will not be implemented as such by a care organisation, for 

example, when an AIPA will be used directly by patients, clients or citizens in their home 

situation, without the intervention of a care provider. In such cases, the sub-headings 6.1, 

6.2.2 and 6.3.2 do not apply. 

6.1 Implementation plan 

When an AIPA is implemented and applied within a care organisation, it is mandatory that 

the care organisation drafts an implementation plan. (6.1a). 

An implementation plan includes both the technical implementation of the AIPA and the 

software in the existing (IT) infrastructure and the embedding of the use of the AIPA in 

existing work processes. Please refer to the Covenant on Medical Technology9 and the 

Guideline New Interventions in Clinical Practice10 for a general guideline for implementation. 

As part of the local implementation process, it is mandatory to evaluate the reliability and 

applicability of the AIPA by means of an assessment of (the results of) previous studies 

performed as part of phase 3 and 5. (6.1b) 

If these results provide an inadequate indication of the reliability and applicability of the AIPA 

within the local context, additional validation of the AIPA can be performed (also refer to 

phase 3). 

In addition, it is mandatory to introduce the AIPA – and the accompanying work process in 

which the AIPA is used – into the care process in a controlled manner, for example, in the 

form of a pilot, run-in period or by means of parallel implementation of the AIPA alongside 

the traditional care process. (6.1c)  

It is mandatory to perform a prospective risk inventory (PRI) to gain insight into the potential 

risks of the use of the AIPA in daily medical practice. (6.1d) 
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A PRI explicitly states the medical relevance of every expected error and how likely it is that 

this error will occur. A PRI forms part of the safety management system of a specific care 

organisation. Please refer to the SMS manual Prospective Risk Inventory (SMS)1 for 

execution of a PRI.  

It is strongly recommended that the findings of the impact assessment and specifically the 

risk assessment as performed by the manufacturer in phase 5 – if available – are explicitly 

included in the PRI. (6.1e) 

It is mandatory to evaluate the risks identified in the PRI and to ensure that these risks are 

then explicitly accepted or that risk-mitigating measures are selected. Both the acceptance of 

risks and any risk mitigating measures are included in the implementation plan. (6.1f) 

It is strongly recommended that a data protection impact assessment (DPIA) is performed 

in the context of the GDPR, even if there is no legal or policy-related requirement for this. 

(6.1g) 

It is mandatory for the implementation plan to include the envisaged implementation team. 

(6.1h) 
It is important to bring together a specially appointed implementation team with a 

multidisciplinary background. This team should preferably consist of:  

• At least two end-users, who should preferably be involved in the development of the 

AIPA from phase 1;  

• A data scientist (or similar, e.g. clinical physicist, statistician, epidemiologist, 

biomedical technologist, technically specialised physician); 

• IT specialist (with knowledge of the AIPA and software integration in existing 

systems); 

• Project manager with a business background (or similar, e.g. a health scientist, 

policy-maker, administrator). 

It is strongly recommended that the implementation plan be drafted in consultation with 

patients or clients. (6.1i) 

It is mandatory that the implementation team is supported by the management of the care 

organisation in the ambition and considered choice for AI. They will take care of the policy 

regarding the following aspects: adequate resources for the IT department, protocols for 

application, reporting and monitoring, execution of the cost-effectiveness and impact 

assessment, any collaboration with a larger hospital and/or care organisation in the event of 

a lack of in-house knowledge, certification by the manufacturers, knowledge of buyers. (6.1j) 
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The managers involved can determine whether they are AI-ready in terms of all these 

aspects, for example by using available tools such as the AI-readiness assessment 

(https://www.ai-routekaart.nl/#readiness-assessment-intro). 

6.2 Monitoring  

6.2.1 Responsibilities of manufacturer or developing care organisation 

It is mandatory for the manufacturer to monitor for technical errors in the AIPA and the 

accompanying software, incorrect use, incorrect predictions, fairness and unexpected 

adverse effects of the use of the software in daily practice. (6.2.1a) 

This is important to guarantee safe and effective use of the AIPA in the long-term2-7.  

This is particularly important for the implementation of an AIPA, because some errors are 

unpredictable, hard to detect or new, or only occur over a period that was not studied in the 

impact assessment. Such errors can have a major impact on the care (and society) if the 

AIPA is used on a large scale8.  

There are two pathways for the developer and the manufacturer of the AIPA to ensure 

product safety: via a post-market surveillance system and via vigilance in terms of incident 

reports and safety warnings (Field Safety Notices). Please refer to the MDR and the CMT 

(MDR Article 87, Covenant on Medical Technology9) for further details about these systems. 

Again, please refer to the MDR for the design of a post-market surveillance (PMS) plan.  

Additional to existing requirements of the PMS plan, it is mandatory at least to address the 

following: 

• Monitoring and analysis of incorrect predictions by the AIPA (actual performance or 

outcomes differ from expected predictive performance and outcomes in terms of 

development and/or validation studies8). For example by monitoring of (depending on 

the type of application): 

o Miscalibration (e.g. the predicted prognosis is not accurate, the predicted 

probability of death due to cardiovascular conditions is over-estimated or 

under-estimated); 

o False-positive classification (e.g. the AIPA indicates that a tumour is 

malignant, but it turns out to be benign). To be measured using the positive 

predictive value (in %), preferably per relevant sub-group; 

o False-negative classification (e.g. the AIPA indicates that a tumour is benign, 

but it turns out to be malignant); 

o The error margin over time and the quality of data used. 
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• Monitoring for technical errors (e.g. the AIPA software does not produce output for 

certain individuals/patients, is not accessible, is not properly integrated in existing IT 

systems, the response time is not acceptable). The software must provide the option 

for the end-user to give feedback on poor performance of the software to the 

responsible administrator (e.g. the IT department) and/or the manufacturer (refer to 

phase 4).  

• Monitoring of fairness: in order to measure fairness (and bias), it is mandatory to test 

whether no undesirable differences occur in the effects and outcomes of an AIPA for 

vulnerable groups as identified in phase 3, even after introduction of the AIPA in 

medical practice. It is important to collect as much data as possible about essential 

variables that quantify socio-economic determinants of health.  

• Monitoring of the risks identified in the risk assessment (refer to Section 5.1.2) and 

analysis of uncertainties (refer to Section 5.3.1); 

• Monitoring of deployment bias, refer to Recommendation 6.2.1c. (6.2.1b) 

To establish deployment bias, it is recommended: 

• To document automatically in the software whether the user follows the advice given 

by the algorithm or not (and why not). If this is not possible, provide a reason for this;  

• To perform an evaluation regularly of the AIPA that is being used for the target group, 

which was also used for training and testing; 

• To perform an evaluation regularly into the method employed by end-users to 

investigate whether the AIPA is used in accordance with the intended use. (6.2.1c) 

6.2.2 Responsibilities of the care organisation 

If an AIPA is being used within a care organisation, then this care organisation has a duty to 

monitor continuously for the correct functioning and use of the AIPA.  

It is mandatory for a local monitoring plan to be drafted by the care organisation where the 

software that contains the AIPA will be implemented. (6.2.2a) 

It is mandatory that the monitoring plan describes at least the following elements:  

• Monitoring whether the intended and desired effect is achieved. 

• Monitoring and analysis of incorrect predictions by the AIPA (actual performance or 

outcomes differ from expected predictive performance and outcomes in terms of 

development and/or validation studies8), for example in terms of miscalibration, false-

positive and false-negative results (refer to monitoring and analysis of predictions of 

the AIPA in Requirement 6.2.1c for an explanation). This can be set up in 

collaboration with the manufacturer; 



64 

• Monitoring for technical errors (e.g. the AIPA software does not produce output for 

certain individuals/patients, is not accessible, is not properly integrated in existing IT 

systems, or the response time is not acceptable);  

• Monitoring for unexpected effects for the care provider, patient, organisation, the care 

processes and/or society. These effects must be reported by the care provider, care 

organisation and/or the manufacturer; 

• Model for incorrect use of the AIPA: 

o Automation (confirmation) bias: the predictions of an AIPA weigh too heavily in 

the decisions made by a care provider. Also monitor for “deskilling”: the loss of 

medical skills due to automation; and  

o Deployment bias: improper use (e.g. implementation for patients for whom the 

AIPA software has not been developed, failure to comply with model 

recommendations) or an incorrect interpretation of the outcome. Refer to 

Recommendation 6.2.2d. 

• An analysis of the medical relevance for every expected error and how likely it is that 

this error will occur, based on the prospective risk inventory (PRI, refer to 

Requirement 6.1d). Monitoring for the risks identified in the PRI; 

• Substantiation of which data will be collected for monitoring and how this is brought in 

line with end-users; and 

• The frequency of monitoring and why this frequency was selected.  

• Explicit reference of the obligation for the end-user to report to the manufacturer – 

and vice versa – any unexpected outcome for which the cause cannot be traced 

(compare to a serious adverse event (SAE) for an experimental treatment) (6.2.2b) 
It is recommended as part of the monitoring plan to ask for the individual experiences of 

stake-holders (e.g. the patient and care provider) if possible. (6.2.2c) 

To establish local deployment bias, it is strongly recommended: 

• To perform permanent or periodic monitoring for connection of the software to care 

processes;  

• To register how often the user uses the AIPA and whether a certain learning curve is 

present;  

• To monitor the target groups: ensure that the AIPA for the preparation of medical 

interventions is being used for the target group, which was also used for training and 

testing; 

• Perform an evaluation regularly into the method employed by end-users to ensure 

correct use and guarantee meaningful interpretation of the results;  



65 

• Check data entry and storage for possible measurement errors, even after 

implementation and commissioning of the algorithm. (6.2.2d) 

6.3      Education 

6.3.1 End-user  

It is mandatory that the end-user (e.g. a patient or the care provider) has access to 

information about the topics described in Box 6.1, to be supplied by the developer or 

manufacturer. (6.3.1a) 

If the end-user is a care provider, it is mandatory that the care provider has access to 

education about the topics described in Box 6.2. (6.3.1b) 

This aims to empower the care provider to use the AIPA in a competent manner in medical 

practice.  

It is strongly recommended that this education be repeated at regular intervals, depending 

on the application and the medical context. (6.3.1c) 

This can be supported by supplying the end-user with information (by the manufacturer or 

developer) about the following: the results of the validation and impact assessment, as 

performed in phases 3 and 5, the population on which the training and validation was based 

(phases 2 and 3), the performance of the AIPA (phase 3), the expected error margin, 

statistical knowledge and explicability of the algorithm.  
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6.3.2 Care organisation 

It is mandatory that the care organisation has access to information and/or education about 

the topics described in Box 6.2, to be supplied by the developer or manufacturer. (6.3.2a) 

The purpose of this is to make the care organisation aware of the responsibilities associated 

with the purchase or in-house development of an AIPA that will be implemented and used in 

medical practice. The responsibility and duty to obtain information rests with the care 

organisation, it is a pre-condition to have or gain the required knowledge for the 

implementation of AIPAs. 

It is mandatory that end-users (i.e. care providers) are granted the time and opportunity for 

education regarding the AIPA. (6.3.2b) 
 

  

Box 6.1: Education of the end-user 

The end-user must have access to education regarding the following points: 

• The intended use of the specific AIPA, limitations of this (intended) use and the 

accompanying user manual, as mandated by the MDR.  

• Interpretation of the outcomes of the AIPA.  

• The potential errors of use that can be made, as described in Section 6.1. Special 

attention should be paid to the transportability and generalisability of the AIPA to 

the local medical environment. Ensure that the AIPA can set its own boundaries, 

by issuing a warning when a data point deviates too far from the training 

population, by not providing a prediction in certain cases, or by providing 

confidence intervals (also refer to phase 4) and training end-users in the 

interpretation of this.  

• The potential benefits that can be achieved by implementation of the AIPA. 

• Instructions about (definitions and quality of) data entry that is expected of the 

end-user.  
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6.4 Rights and Duties 

The stakeholders involved in the implementation and use of AIPA software in medical 

practice each have rights and obligations resulting from this guideline to ensure a 

responsible introduction, in other words, taking into consideration the safety and added value 

of AIPA software in practice. A distinction has been made between four stakeholders: the 

care provider, the care organisation, the patient and the manufacturer.  

Use of the list of rights and obligations of care providers, care organisation, patient/citizen 

and manufacturer to check and determine that all rights and obligations can be exercised 

effectively is strongly recommended. (6.4a). 

6.4.1 Care provider 

Rights: 

• To receive support in knowledge about specific AIPA by care organisation and 

manufacturer, comprehensible end-user information and training for use and 

monitoring; 

• Transparent communication (by manufacturer of the AIPA software and/or third 

parties who performed studies for validation purposes) about previous studies; 

Box 6.2: Education of the care organisation 

• Legislation applicable to the AIPA (including MDR, also refer to Phase 4). 

• Required technical administration. This includes (but is not limited to): cloud 

management, support of IT infrastructure, storage and service of large data flows, 

communication with the administrator of electronic patient dossiers.  

• The results of the evaluation and assessment performed as part of phase 3 and 5.  

• The effect of AI on the care institution: attention must be paid to the change in 

work processes and autonomy of the care providers.  

• Costs/benefits: development of a business case, which includes not only the costs 

of purchasing, but also the costs of required activities in terms of education, 

implementation and management.  

• Ethical considerations (refer to Fairness and algorithmic bias, phase 3) 
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• Feedback on reported incidents. 

Obligations: 

• To be consciously competent in the use of the AIPA; 

• To comply with the intended use in the interests of the patient and manufacturer; 

• To perform implementation according to the implementation plan of the care 

organisation; 

• To ensure transparency about the use of AI in prognosis or diagnosis (to care 

organisation and patient, for example in the file); 

• To provide feedback on incidents in the quality management system; 

• To ensure transparency to the patient about the use of patient data for improvement 

of AI and to obtain informed consent where necessary. 

6.4.2 Care organisation 

Rights, in the situation where an AIPA produced by a manufacturer is implemented: 

• To be supported by the manufacturer in obtaining knowledge about the specific AIPA; 

• Transparent communication (by the manufacturer) about previous studies; 

• Feedback on reported incidents; 

• Quality management system that facilitates reports (provided by the manufacturer). 

Obligations, both when implementing an AIPA produced by a manufacturer and in-house 

development: 

• To provide support to employees who work with the AIPA; 

• To ensure proficiency of (AI) involved employees; 

• To comply with the intended use in the interests of the patient and the manufacturer; 

• In general, state that AI is being used; 

• Feedback on incidents (to the manufacturer, care organisation, patient and in file); 

• Ensure that an implementation plan is in place, that will be executed in line with the 

guideline (refer to Section 6.1); 

• To be transparent about the use of patient data for improvement of the AIPA; 

• Work with a quality management system. 

6.4.3 Patient, client or citizen 

Rights 

• The intended use of the AIPA is observed by the care provider and care organisation; 

• Transparency about the use of AI in the care organisation; 

• Transparency about the use of patient data for improvement of AI; 
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• Support from the manufacturer in the event of a direct relationship for self-care 

applications (e.g. e-health applications); 

• Feedback by manufacturer on individual incidents reported by the patient; 

• Feedback on bugs and quality control; 

• The right to stop sharing data at any time. The right to be forgotten (as referred to in 

GDPR Article 17); 

• Possibly: transparency about information about the AIPA used (e.g. results of 

previous studies). 

Obligations 

• If consent is provided, ensure correct entry/supply of data, as long as the AIPA 

software is used; 

• Feedback on incidents (to care provider / care organisation or directly to the 

manufacturer); 

• Comply with intended use (in case of direct relationship, e.g. correct data entry and 

data measurement at agreed times). 

6.4.4 Manufacturer or developing care organisation 

Rights 

● Obtain information about reports from the care organisation, care provider or patient. 

Obligations 

• Support to care provider and patient for maintenance and knowledge of correct use of 

the AIPA (as mandated by the MDR); 

• Transparent communication (to care organisation/end-user) about previously 

performed studies; 

• Supply of information about monitoring and quality management system; 

Processing and feedback to care provider or patient on incidents reported by either party 
(including obligations regarding vigilance, as discussed in 5.3.2).  
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The objective of the working parties “guideline medical AI” was to draft a joint, publicly 

accessible set of criteria for evaluation and testing of medical AIPA software, as 

commissioned by the Ministry of Health, Welfare and Sport. Considering the rapid 

developments in the field, this guideline should be viewed as a dynamic standard. For 

example, the working party members have already listed several generic topics and future 

developments and they deem it important that these aspects receive special attention in 

future versions.  

Dynamic updates of AIPAs 

AI technology is developing so rapidly that the current standards and regulations may be 

outpaced. The working party members conclude that compliance with the MDR in its current 

format is either very uncertain or very cumbersome for an AIPA that needs to be re-trained 

very frequently using new data in order to ensure continuous improvement and updating of 

the AIPA whilst in use. In addition, the uncertainty amongst developers about the application 

of the MDR in its current form inhibits many potential (future) AI applications. This topic was 

not discussed in the current version of the guideline, so as not to create false expectations 

about compliance. It would be highly desirable to include this topic – and specifically the 

evaluation of these types of updates – in future versions of the standard.  

Cost-effectiveness evaluations 

The current version of the standard does not take into consideration market authorisation 

and the route to inclusion of AIPA in healthcare packages and reimbursement by healthcare 

insurers. The outcomes of impact analyses using model-based HTA analysis of the AIPA 

(refer to phase 5) will increasingly play a role in the market authorisation and the scope for 

inclusion of AI in healthcare packages of insurers. Therefore, this aspect will need to be 

included in the guideline in future. 

Sharing data 

The working party members wish to emphasise the importance of (inter)national 

collaboration in the field of data sharing and AIPAs, in order to encourage and support future 

developments in healthcare. Examples of initiatives that are already working on this are the 

NICE foundation1 and the NEED foundation2 databases for ICU and A&E data, respectively, 

Health-RI and the Personal Health Train3. The Dutch AI coalition working party data sharing 

has published a guideline for handling data in collaborations4. An example of a new 

development that can be implemented in this type of collaboration is federated learning. 

Federated learning facilitates large-scale collaboration between multiple institutes, without 

the use of a central database and is therefore very privacy-friendly. This topic has not been 
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included in the current version of the guideline. It would be desirable to include this topic in 

future versions of the standard.  

Early multi-disciplinary work 

The working party members perceived various stumbling blocks that could hamper the 

implementation of an AIPA in medical practice. The number of applications is increasing 

rapidly in the specialised medical field, particularly in radiology. However, many projects stall 

in the early phases (phase 2 or 3 of the guideline). The working party members regularly 

mention the early involvement of several end-users of the AIPA as a solution. Other 

stumbling blocks perceived by the working party members relate to the transportability and 

generalisability of predictive models to a different medical context (e.g. a different hospital, 

country or even medical work process). Much is still unknown about this. More research is 

needed to make more realistic estimates (beforehand) about if – and when – an AIPA should 

be re-validated and/or re-trained in a different context before being implemented. Therefore, 

no specific recommendations about this were included in the current version of the guideline. 

In addition, it would be desirable to include specific recommendations about managing an 

expansion of the intended use of an existing AIPA. 

Monitoring in practice  

Phase 6.1 of the guideline describes monitoring after importation of AIPA Software in the real 

world (in other words: beyond the study setting) in medical practice. The working party 

members conclude that – following implementation of AIPA software in practice, where a 

treatment decision is usually linked to the outcome of the AIPA (e.g. for decision support) – 

the monitoring of miscalibration based on data from the practice appears to be problematic. 

Much is still unknown about this issue and further research is desirable. It would be desirable 

to provide greater clarity on this topic in future versions of the guideline.  

Education 

The rapid emergence of digital healthcare could result in disruptive changes to medical care 

processes. However, the working party members noticed a general lack of basic knowledge 

about AI in care organisations and on the shop floor, in other words, amongst doctors, 

nurses and others who will increasingly be confronted with AI in their daily care activities. In 

some cases, even the patient should have this basic knowledge. In order to introduce AIPA 

technology effectively and responsibly in daily medical practice, this knowledge deficit will 

need to be resolved, firstly in the education of care professionals who are currently employed 

and secondly in the training of new care professionals. In addition, developers and 

manufacturers will need to establish basic knowledge in the field of safe and effective 

introduction of an AIPA, in which this guideline can serve as a guideline. The further 
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development of this standard should continue to focus on (future) manageability and 

feasibility of the standard for developers and manufacturers.  
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Colofon 

This guidance was created by a broad representation of experts in healthcare, supported 

by the action team within the programme waardevolle AI voor gezondheid (valuable AI in 

healthcare) of the Dutch ministry of Health, Welfare and Sport. This guideline provides a 

description of what the work field considers good professional conduct in the 

development, testing and implementation of an Artificial Intelligence Prediction Algorithm 

(AIPA) in the medical sector, including public healthcare. The ambition is to make this 

guideline well-accepted so that it can be used as a normative document in the future. 

 

If you have any inquires or remarks, please reach out to one of the main authors: 

dr. Maarten van Smeden - M.vanSmeden@umcutrecht.nl 

dr. Ilse Kant – I.M.J.Kant@lumc.nl 
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